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Abstract

Anomaly detection (AD) is a task of finding instances of nonconformity from an analyzed

data set. Transfer learning, which refers to applying model trained from a richer dataset

into a database with insufficient examples for cross-validation, has been suggested to con-

tribute to the issue of model underfitting in a smaller dataset. Based on previous work,

Griffin et al. [31] has postulated that performance of anomaly detection of the existing

transfer-learned networks can be improved by a different architecture with an optimized

recognition representation. Hence, the present study levelled at investigating the impact

of an optimized recognition representations on AD accuracies by introducing some Convo-

lutional Neural Network (CNN) architectures with varied sizes of final pooling layers.

With two different datasets, we trained several CNNs in different pooling layer sizes

and tested with two different anomaly detection tasks for transfer learning. We evaluated

and analyzed these results and compares them to a conventional detection method based

on a traditional statistical model. The results of our experiment showed that, with our

proposed optimization framework, anomaly detection performance of CNN scaled linearly

with the size of feature extraction layers. Additionally, we found that transfer learning in

anomaly detection task from a less varied domain to a more complicated one was infeasible

to achieve results comparable to the conventional method. From our provided overhauls of

data distribution, however, we noticed that our optimization architectures proved effective

in such an illed domain, as CNNs still managed to learn determinable features between

classes.



Code for this project can be reviewed in the following repository:

https://github.com/pleaseRedo/MSc-Project
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Chapter 1

Introduction

1.1 Anomaly detection

Anomaly detection(AD) is a task of identifying instances of nonconformity from an analyzed

data set.

Figure 1.1: Outliers visualization [9]
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Such instances are also referred to as anomalies or sometimes, outliers. As can be seen

on Figure 1.1, O1,O2,O3 are three outliers as they are clearly outside the clustersN1 andN2.

Early research in anomaly detection tends to use terms anomaly and outlier interchange-

ably [12]. In recent works, especially in the field of computer vision, researchers seems to

distinguish them where outlier detection is a part of procedure in anomaly detection [31].

Where anomaly detection is a two-step problem: data representation and outlier detection.

As our project focused on representation optimization, we would, therefore, discriminate

anomaly and outlier detection, where detecting outliers is a sub-task in anomaly detection.

1.1.1 Detection Methods Overview

There are many extant anomaly reviews over different domains detailing AD’s comprehen-

sive applications. From 2017 onwards, In [46], a survey of detection methods in cyber-

intrusion is presented and evaluated which is an updated reviewing work published in [67]

2007. Adewumi and Akinyelu [1] gives an extensive review of AD in fraud detection. A

broad study of AD techniques in medical field [51] is presented by Litjens et al. . Internet

of Things and big-data anomaly detection has been reviewed by Mohammadi et al.[64]. An

overview of AD in sensor networks is introduced by Ball et al. [5]. The state-of-art video

surveillance anomaly detection with deep learning methods overview is brought by Kiran

et al. [42].

Although in different domains, among these recent reviews, all of them mentioned the

techniques of adopting deep learning in anomaly detection procedure. In [9], authors named

such type of detection methods Deep Anomaly Detection(DAD).
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1.1.2 Output of Anomaly Detection

One important aspect in anomaly detection in how detected anomalies are measured.

Typically, those measurements can be categorized into two:

Anomaly Scores

For each data instances, anomaly score measures their degree of outlierness. The scoring

techniques uses domain-specific threshold, also known as, decision score. One common use

for scores is to rank anomalies based on those threshold proposed by data analysts, this

class of output receives more attention in recent studies[78, 31]. The term score itself is a

quite abstract concept and it is defined differently according to authors. In SVDD[78] and

[31], scores are distance from points to centroids of learned model. The score could also

be a reconstruction error in [32].

Anomaly Labels

Instead of giving scores, techniques in this category label each instance as either normal or

anomalous. Comparing to scoring methods, label-based approach relinquishes the benefits

of finding most relevant anomaly in a direct way.

1.2 Motivations

We have seen wide applications for anomaly detection in previous sections. In security

imaging domain, there is a sub-branch that aims to find anomalous item over series of

x-rayed security images.

X-ray imaging is mainly used for inspection. With those images, a security personnel

can detect potential risks like Improvised Explosive Devices(IED) [99] and firearms [96]

without the need of opening cargo or luggages.
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The x-ray security operations can be broken down into four modes based on scenario:

Threat Detection(TD), Semantic Analysis(SA), Manifest Verification(MA) and Anomaly

Detection(AD). Since our work mostly concentrate on AD, further discussion on other

three scenarios will be omitted.

Through our research, these operations are performed parallel by inspectors. For hu-

man, Such inspection task would be costly, taxing,time-consuming and error-prone [102].

These concerns necessitate an automation system which is capable of all these inspection

tasks while preserving a consistent high-speed performance as well as reducing chance of

corruption [75].

Although performed in parallel, only the operation TD receives most research [31] focus

while achieving human-comparable results [45]. The current research stage [31] for AD are

mostly exploited in satellite [73, 58, 91], less commonly in video surveillance [57] and

seldomly in x-ray image [3].

To the extent of our knowledge, the first study related to specific AD on x-ray imagery

is in 2013 [103], where Zheng and Elmaghraby proposed a detection method based on

border-crossing vehicles x-ray scans. Although in x-ray imaging domain, the work seems

developed a TD method to detect anomalies. By definition of AD, methods in [103] is not

a well-defined AD, authors just happen to use the terminology ‘anomaly’ as an alias for

‘threat’ which is termed in our context of definition as discussed earlier. So Griffin et al.

[31] may be credited to be the first team that conduct research about x-ray imaging AD

and still remain active nowadays. The success use of transfer training domain in CNNs to

accomplish anomaly detection in [31] have paved a way for us to pursuing their studies.

The CNN Architecture used by them only serves as a tool for feature extraction without

any research assigned to it. This network structure is designed for image recognition

task rather, detecting anomalies. Therefore, most architectural design such as the final

pooling layer can be optimized further to become a AD-specific network. Based on our
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deep learning’s knowledge, the size of pooling layer from the CNN used by [31], to be

specific 1024, might not be an ideal value for anomaly detection as activations from this

layer is producing very high-dimensional representations. We hypothesized that a high-

dimensional representation may express good multi-class classification results but not in a

two-class classification task such as AD.

Our project will seek to find empirical evidence to justify our initial hypothesis through

some experiments conducted on various pooling size CNNs. Due to the fact that Network

from [31] is overly large, training network with such scale might be tedious and very time-

consuming. We therefore, decide to organize our study into similar structured CNN with

shallower layer and less complicated image datasets.

1.3 Our Contributions

The objective of our project is to explore the potential of an optimized CNN architecture

suggested by [31] for anomaly detection. concretely we will design two transfer learned

anomaly detection tests to examine how well our networks performed.

The contributions of our research can be listed by two points:

1. We proposed an CNN architecture to extract an optimized representations.

2. We implemented and tested our architecture in the context of transfer learning.

Specifically, we conducted extensive anomaly detection experiments on our network

to determine the relationship between AD accuracy and size of representation learn

layer.

3. We explored the precondition of transfer learning when applying to anomaly detection

tasks.
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1.4 Structure of the Report

In this section we provide an introductory background and motivations for the project. We

provided an overview of anomaly detection and some related terminology. We also include

a short section of how we quantified anomalous data. We then described the motivations

and initial hypothesis of our project.

Chapter 2 provides preliminaries for the project briefs some technical details related to

deep learning and some architectures of different networks. It also include reviews of some

anomaly detection literatures. This chapter is concluded by some proposed approaches for

the project. Chapter 3 details how experiments will be organized, it covers information

about database, designs of network, scoring functions and evaluation metrics. Results

of these experiments are given in Chapter 4. Finally, Chapter 5 provides a conclusive

summary of current findings as well as our suggestions for future works.
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Chapter 2

Background and related work

This chapter first reviewed approaches in the field of Anomaly detection. The first two

sections were aimed at AD related literatures, these sections will provide reader with enough

groundings of what AD task is. The following three sections were focused on providing

technical background in terms of deep-learning, in particular convolutional neural networks

some mathematical equations were displayed for clear understandings of the quantifications

we adopted.

2.1 Backgournds for Anomaly Detection

2.1.1 Taxonomy of Detection Approaches

In broad view, there are three types of traditional anomaly detection mode : Supervised;

unsupervised and semi-supervised. and two advanced mode: hybrid and One-class Neural

Networks(OCNN) [9].

Supervised Deep Anomaly Detection (DAD) uses labelled normal and anomalous data

to train a multi-classifier [11]. Thus a normal against anomaly classes predictive model is

built, any upcoming unseen datum will be compared against the model to destine what
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type of class it belongs to. In practice, this technique is rarely used due to its two major

concerns. Meagre training data from anomalous class compare to normals’. Which in

turn causes class imbalance distribution in predictive classifier [15]. Another alarming

issue related to supervised DAD is the challenge in gathering representative and accurate

anomaly labels [88].

Semi-supervised DAD, compare to full supervised approach, is more extensively used

[9]. Methods in semi-supervised manner, abort the use of anomaly data so only normal

data will be used to train the classifier. Conversely, semi-supervised training technique also

applies to develope the model with anomaly data only [20]. Although several researchers

[20, 19, 26]showed their effort in this special case of AD, training with anomalous set is

still not commonly used[12] due to the fact of data gathering as discussed above.

Relying on the assumption of high prevalence with regrading to normal instances in

test set, unsupervised anomaly detection can be trained without demanding any labelled

training data, thus are more applicable [28]. several recent works including [94, 14, 95]

showing the superiority [9] of adopting unsupervised learning approach in AD field by giving

outperforming results when compare to traditional methods namely SVM[16],PCA[100],

and Isolation Forest[52].

One big advancement in field of machine learning recently is the emergence of neural

networks with their prodigious outcome over various domains [83]. Deep Learning(DL)

is used to represent data hierarchically in a neural network, it achieves greater results

and outperforms traditional machine learning based method given large scale of data[9].

Inevitably, recent years have witnessed the blooming of DL-based anomaly detection meth-

ods, multiple recent researches have shown that these methods outmatch the traditional

ones[69, 83].

Deep hybrid and OCNN are two state-of-art anomaly detection frameworks, based on

unsupervised model, both of them proposed the idea of data representation extraction
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followed by a outlier detection.

In hybrid framework, deep leaning is applied to extract robust features. Those learned

features are then fed into traditional classification algorithm such as Radial Basis Func-

tion(RBF) or SVM [22, 101]. To achieve stat-of-art results, hybrid methods relying on the

following assumption[9]:

• A robust feature extraction mechanism, it benefits eliminating unwanted features

which may camouflage the anomalies appearance.

• A robust outlier detection algorithm which can be used on high-dimensional space.

The OCNN framework uses deep learning for feature extraction jointly with one-

class objective which is a hyperplane or a hypersphere for outliers separating[78]. Two

2018 experiments[78, 10] related to OCNN showed a comparable or better results than

state-of-arts for complex datasets. A successful OCNN model is built upon the following

assumptions[9]:

• No variation in common factors for anomaly data.

Comparing the two stat-of-art frameworks [80]: Hybrid and One-class Neural Networks.

Hybrid is more scalable and tackles the “curse of dimensionality” however, it uses generic

loss function so no controls over hidden layers’ representation learning. In OCNN pipeline,

feature extraction and outlier detection can be done simultaneously, but one significant

downside of using OCNN is that, it is a highly computational intensive model which result

in long-time training.
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2.2 Anomaly Detection over x-rayed imagery

2.2.1 Candidate Approaches to Anomaly detection

Recall that a full anomaly detection workflow contains two parts: data representation and

outlier detection. Finding outliers is a well-studied task, current outlier detection methods

are based on following aspect [31]: boundaries, trees, distances and densities. In [82] an

one-class SVM is proposed where a hypersphere is created and any datum outside it will

be considered as anomalous. IForests [52] uses a tree-structure recursive partitioning to

find isolated points where a partition threshold is the length from root to terminating

node. Outliers can also be detected based on distance to k-nearest neighbours [23] or local

averages [54].

Density based approach use likelihood as anomaly score. [48] uses parametric fitting

to complete the density estimation, in [47], kernel-density-estimation is used for fitting

parametric form.

Recent AD works[3, 4, 31] suggest that, data representation plays a more important

role for AD.

One challenge for representation is that it needs to be just right : meagre representation

fails to make anomaly atypical while too generous representation would make every data

unique so does anomalies thus fails to make anomaly stands out as well. In practice, there

are three representations: raw, engineered and learned.

Raw representation is least effective [31] because they usually in complex dimensions

and most dimension only contributes irrelevant information.

Better than raw, engineered representations extract important features and suppress

the irrelevants. However, it is known to be hard to find such representations. This situation

is exacerbated in anomaly detection because there is nothing we know about anomaly class.

Among three representations, learned representations gives most preferable result. With
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sufficient training data, it can achieve state-of-art performance for TD [31]. However, there

is no direct equivalent approach in AD. When in the domain of x-ray imaging, it brings

another challenge which is the limited number of training data. Insufficient data would

make any training method infeasible.

2.2.2 Review of the State-of-arts

In previous section, we mentioned having learned representations is desirable but not di-

rectly applicable in AD. In this section, several state-of-art AD works based on learned

representations will be reviewed.

In [4], an auto-encoder network is trained to represent reconstruction error of a datum.

In their approach, they use x-ray images of empty and non-empty containers. In one test,

they use empty one as normal,non-empty container as anomaly,then they swap the role for

another test. They derived a series of features which includes hidden representation, scalar

residual magnitude, the signed residual, the absolute residual and squared residual from

auto-encoder. For detecting outliers, they use Radial Basis Function Support Vector Ma-

chine(RBF SVM) [81]. Based on their empirical report, the proposed work demonstrated

some success in finding firearms concealed within empty cargo containers with up to 99.2%

accuracy [75]. However, the proposed auto encoder method does not show comparable

result when detecting non-empty cargo containers [31].

One major obstacles from [4] is the variability of items in container and the availability

of training data. Transfer-learning approach is proposed to address such issue. The basic

idea of transfer learning in x-ray images is to use training data which is not from x-ray

scans but other types of data sets.

[3] gives a preliminary transfer-learning attempts, they transfer learnt a CNN based

on a pre-trained image classification neural network called VGG [13]. Their results gives

a strong indication of borrowing idea of transfer-learning for AD is viable. Authors in [3]
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later follow up their study with applying transfer-learning AD in x-ray images[2]. Based

on transfer learning CNN, authors use forest of random-split trees(FRST) or Isolation tree

[52] which is discussed in 2.2.1 to detect outliers. In addition, authors also propose a

random rotation on representation space to further improve their performance. Despite

their result is just 15% above random guess accuracy, their attempts and evaluations give

sufficient grounds for their most recent AD publication [31].

Approach given by [31] uses transfer learning and internal labels for training a CNN,

Wolfram ImageIdentify CNN [98], to extract feature representation. Then a density

method, multivariate Gaussian model is used for outlier detection.

Figure 2.1: Proposed CNN architecture [31]

The CNN is trained using normal photographic rather than x-ray images. Figure 2.1

shows the CNN architecture used in [31], the representation is extracted based on the 1024

activations in the final pooling layer. During testing, the test set are provided by Home

Office of UK government, they uses UK Stream-0f-commerce data set as normal class. A

staged-threat set is adopted for anomaly class where each parcel contains normal item
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with a firearm. According to their test report, the proposed AD can achieve a real-time

detection speed and retains an accuracy of over 90%. However, such desirable achievements

come at cost of a 18% false alarm rate which is critical problem in an security system.

2.3 Artificial Neural Network

2.3.1 Overview

Artificial Neural Network (ANN) is a mathematical approximation of biological neural

system, and it consists of a collection of interconnected artificial neurons. Among these

neurons, their connection allows signals to be transmitted, just like activities going on in

biological synapses [24]. The origin of ANN can be traced back to 1940s, when McCulloch

and Pitts [59] proposed a McCulloch-Pitts model i.e. a logical calculus expression of

nervous activation. It was at the end of 1950s that the implementation [76] of the first

learnable ANN named single layer perceptron was launched. The advent of perceptron

can be regarded as a paradigm shift, yet the model have been subject to critique for its

applicability which is confined to linear separation (e.g., XOR problem) by research of the

following decade[62]. The limitation of previous perceptron is originated from its single-

layer-architecture and shortage of effective training methods. In 1986, the introduction of

back-propagation [79] and replacing single layer with multiple hidden-layers which activated

by Sigmoid function remediated such limitation. Three years after, Hornik et al. and

Cybenko found the universal approximation theorem which states network with more than

three layers can approximate any functions. Albeit such advancement, neural network has

failed to gain research popularity, partly due to the issue of Vanishing Gradient [36] and

generally insufficient computing resources for training [30, p. 12].

The current resurgence in the field of ANN begins in 2006 [35], this wave of development

has been further accelerated when increased amount of training data and more powerful
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training hardware co-processor—Graphical Processing Unit (GPU)—has become widely

available. One noticeable achievement of neural network in this particular period is the

feasibility of training networks with deep-layer architecture [34, 35]

The process of assigning credits to each layer is now generally being branded as Deep

Learning (DL).

2.4 Basic Neural Network

2.4.1 Background

Performance of traditional Machine Learning (ML) algorithm is, in general, determined by

the choice of data representation. A good data representation can find and disentangle the

factors of variation which defines some simplified explanations about the observed data [30,

p. 4] such as the sex of human or color of a car. Acquisition of such representations in the

domain of machine learning requires researchers’ prior knowledge to hand craft them, this

process of finding features is usually being referred as feature engineering. In practical,

however, many high-level features are difficult to extract and the process of extraction

itself is labor-intensive, this sometimes makes engineering work as involved as solving the

original machine learning problem [30, p. 5]. Deep Learning is a desirable domain when

considering leveraging such overheads in ML by introducing representation learning. This

learning approach exploits the hierarchical structure within a complex concept such that

they can be represented by simpler concepts.

The quintessential instance in DL is the Multilayer Perceptron (MLP). MLP is com-

posed of many basic mathematical functions bridging the gap between input and output,

many of which can be interpreted as learned representations from raw input. This input-to-

output mapping is sometimes often referred to as feedforward deep network. Such network

breaks down the data mapping over three types of layers, namely the input, hidden and
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output layers, and each of the layers is formed by nodes, the fundamental units in Neural

Network. Layers whose nodes are linked with all nodes from the previous layer are often

named as fully connected layers. The function of this particular layer is to integrate previ-

ously learned features and thus allows MLP to construct complex representations in such

a high-to-low level architectural way [53]. Figure 2.2 presented one basic MLP for object

recognition task. Nodes depicted in Figure 2.2 are represented by circles and connections

between nodes are symbolized by unidirectional arrows.

Input layer is the first layer in MLP, which is expressed as a one-dimensional vector

representing raw data inputs. In the context of object recognition, as shown in Figure 2.2,

the input layer is located at the bottom-most row, and the inputs are flattened RGB image

pixel values. One drawback of handling image input by using flattened image vector is that

it will compromise the spatial coherence or, concretely, local pixels, which, is necessary in

defining a good representation [6] in representation learning.

What follows the input layer is the hidden layer, most of which are as fully connected

layers. It is the place where representation learning happens. Following the flow of simple

to complex learning structure, representation learned in first hidden layer is very defined

and only low-level features like edges will be extracted. Complexity of learned feature

increased as the depth of network going deeper, as discussed earlier, this is due to nodes

from current layer are integrating all information from previous layer. Illustration of these

process can be found in example in 2.2, features in lowest level are all edges, middle level

feature such as corners and contours are detected in subsequent layer, the final hidden

layer always gives most complex, close-to-object shape. At the end of final hidden layer,

different activation functions are adopted based on how many classes reside in training set.

Typically, a sigmoid is used for binary case but softmax is more appropriate for multiple

classes.
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Figure 2.2: Visualization of a simple MLP architecture. Figure from [30, p. 6]

Layer followed by the final hidden layer is the output layer, which, as its name already

implies, gives the output of a network. Depending on the task we are addressing, outputs

could be a single node for binary classification or multiple nodes for multi-class categoriza-

tion. Typical values for output layer are the beliefs of certain category, e.g., car, person

and animal as in the case of Figure 2.2.

2.4.2 Forward Propagation

The process of mapping input of a network to its output through all nodes of hidden layers

can be defined as forward propagation. Before diving into the details of neural network,

let us begin with the explanation about logistic regression [17], as multi-layer perceptrons

are somewhat related to it. In essence, we can regard a classic logistic regression as a
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single-layer perceptron specialized for a binary classification where the input is directly

mapped to output without any hidden layers in between.

x0

x1

x2

xi

wj0

wj1

wj2

wji

zj =
∑

wjixi + bj aj = σ(zj) L(aj, yj)

bj

Figure 2.3: Signal flows for a node j in a MLP (with a Loss Function L(aj, y) at the end,
it is equivalent to a logistic regression)

Figure 2.3 presents a process of how data propagates through a node j of one layer.

The input of j is denoted by a vector x ∈ Ri, which is given by x = {x0 x1 · · · xi}

where i stands for the number of input nodes. Each input xi is associated with a input-

node-wise weights w = {w0 w1 · · · wi}, together with bias term b, the given node

first computes:

z =
∑

wixi + b

which can be written in the form of an affine transformation:

z = wTx+ b

At this stage, we need to apply non-linearity to our functions by means of activation

function σ. For logistic regression, sigmoid function:

σ(z) =
1

1 + e−z
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is commonly used to map values into the range of 0 and 1 which can be directly interpreted

as probability of a class in binary classification. However, sigmoid activation is obsolete in

modern deep learning community with several issues, it is not zero-centred and is suffering

gradient vanishing. Although the shifted version of sigmoid, tanh, addressed the former

issue, problem of gradient vanishing remains unsolved. Use of Rectified Linear Unit (ReLU)

[29]:

σ(z) = max(0, z)

can help to solve gradient vanishing problem, thus it becomes commonly used activation

functions in training deep neural networks [71]. In practice, using ReLU would introduce

dead ReLU problem [97], but this problem can be resolved with Leaky ReLU function via

applying a minute gradient flow. In our project, only some relatively small sized neural

networks are trained and the use of Leaky ReLU did not better the model performance

significantly [55]. Thus, activation of Leaky ReLU is not necessary and ReLU is adopted

for our activation function through out the whole project.

In practice, making prediction using a neural network relies on the value of weights

and biases, and good prediction cannot come with random initialized values thus these

values have to be properly assigned first. In DL, assigning optimal weights and biases to

a network is called backward propagation (BP).

2.4.3 Loss Functions

At the end forward propagation, we obtain a probability distribution over classes. At this

point, we use loss function(L(aj, y) in Figure 2.2) to measure errors the network makes

or, in other words, quantifying the closeness of network’s prediction and ground-truth.

Therefore, the training process (BP) is essentially a process of minimizing errors. Inputs

of loss function are values from output layer and true labels, this requires both inputs are
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of the same representation. Considering that most labels are just some scalars indexing

the class, for binary classification, outputting single probability value is sufficient, but in

terms of multi-class, we need to use one-hot encoding to map index into a vector y ∈ Rk

where k is the number of classes in training set. Name “one-hot” comes from the structure

of encoded vector where only the index of true label is “hot”(has value 1) and 0s elsewhere.

Recall the loss function, it can be formally expressed in the following form:

L (ŷ, y)

where ŷ is the prediction from our network for a single data point. The function that

measures average errors over the entire training set is named cost function and is defined

as follows:

J(θ) = J(w,b) =
1

m

m∑
i=1

L
(
ŷ(i), y(i)

)
where w and b are parameter sets for weights and biases respectively, superscript i denotes

i-th training example and m is the total number of examples. In some machine learning

literature [7, p. 256], they may use some term called Objective Function which is a general

name given to any function in optimization task. Comparing to cost function, objective

function includes some penalizing or regularizing terms for better fitting performance.

Discussion of regularization is beyond the scope of our project, further readings of objective

function can be reviewed to [7]. Using cost function without any model complexity penalty

is sufficient for our research objectives.

One simple approach for now in defining our lost function is to use square loss:

L (ŷ, y) =
1

2
(ŷ − y)2

However, such function is not applicable in our optimization approach which will be dis-
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cussed in subsequent sections, due to its non-convexity in logistic regression[85], this is

because the non-linear activation would break convexity. Doing so would eventually put

us into the situation of dealing with multiple local optima [27]. Before defining our convex

function, let us first look at the output of our network, it is a distribution, encoded label

is also in a distributional representation. Thus, we can use the function from informa-

tion theory called Kullback-Leibler Divergence as a metric to quantify similarity between

probability distributions, this function for two discrete distributions P,Q is given by:

KL(P∥Q) = −
∑
x∈X

p(x) log q(x) +
∑
x∈X

p(x) log p(x)

= H(P,Q)− H(P )

(2.1)

where term H(P,Q) denotes the cross-entropy between P,Q, and term H(P ) denotes the

entropy of P . In essence, the learning process of our network is a process of making

predictions P (training) as close as possible to ground-truth P (label), which is equivalent

to minimizing KL-divergence KL(P (label)∥P (training)). In practical, we can just compute

cross-entropy term from (2.1) for optimization since entropy of ground-truth H(label) is

constant. Fortunately, cross-entropy is a monotonic function(convex in logistic regression),

therefore, we use this function as our loss function throughout the entire experiment.

Consequently, we can define our cost function as:

J(w,b) =
1

m

m∑
i=1

L
(
ŷ(i), y(i)

)
= − 1

m

m∑
i=1

y(i) log ŷ(i) +
(
1− y(i)

)
log

(
1− ŷ(i)

)
(2.2)

2.4.4 Backward Propagation

After forward propagation, the network is measured by a cost function (2.2) which indicates

how well a network’s predictions are via the value of errors. The optimization objective

is to let error information flows backwardly which allows parameters of network being
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updated.
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Figure 2.4: Schematic of backward propagation at layer j

One classic optimization approach in statistics is to use so called stochastic gradient

descent[74, 61], with this algorithm, parameters are updated with the negative direction of

gradient from loss function. Figure 2.4 depicts how parameters are updated based on gra-

dient through propagating errors backwardly. However, such optimization requires finding

analytical expressions for the whole parameters set when each data examples presented,

which, in deep learning, is infeasible due to the heavy computational cost.

A better efficient way of finding gradients in neural network is termed backward propa-

gation [79]. The central idea of BP comes fairly straightforward, the chain rule: given two

functions f and g and let y = g(x), the derivative of their composition z = f(y) = f(g(x))

can be expressed by:

dz

dx
=

dz

dy
· dy
dx

Applying chain rules to neural networks which is just a multivariate and higher-dimension

cases [25], requires finding Jacobian matrix J of f(g(x)):

Jf(g)(x) = Jfg(x) · Jg(x) (2.3)

Function 2.3 proposed a more efficient way of finding gradient. In context of backward
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propagation, it is common to use this Function 2.3 with gradient descent where the network

is feeded with entire training set to compute gradient of parameters in one times. Due to

the memory concern, our project uses an alternative optimization method called mini-batch

gradient descent [77] where only a small portion of training data is feeded to network.

2.5 Convolutional Neural Network

2.5.1 Overview

Convolutional Neural Network (CNN or Conv Net) is an extension to deep neural network

except having different layer type, both of them can be fed and trained in the same way.

2.5.2 Convolutional Layer

As discussed in section 2.4.1, in computer vision problems, classic NN discard the infor-

mation from neighbor pixels [89]. In addition to this, another defects from NN is the

memory-unfriendly input representation. For a RGB image with size 128 by 128, it would

result in an 6 million-dimensional input vector. Reason why Convolutional Neural Net-

work is superior [44] in vision problems than traditional deep neural network is because

the introducing of a Convolutional Layer (Conv layer).

Most important computations inside a Convolutional Layer is called convolution and

this is where the name convolutional comes from. A convolution consists of filters and

outputs a feature map, filters are in relatively small size (e.g. [3× 3] or [5× 5]) as the one

in Figure 2.5. These small-scaled filters are sliding through the width and height of input

feature map, computing dot products with entries they overlapped and each dot product

forms an entry for output feature map.
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Figure 2.5: [3× 3] filter example. Figure from [21]

An example of how a [3× 3] filter is convolved with a [5× 5] input feature map is given

in Figure 2.6:

Figure 2.6: A convolution example with filter size [3×3] and input feature map size [5×5].
Figure from [21]

Above example depicts how convolution works in 2-d, this operation is expandable to

higher-dimension. In most CNN architecture, input image might be of 3-dimension, to

comply with 3-d input(or input feature map if previous layer is not the input layer), cubic

filters are needed for convolution. These filters will sliding within the volume of input

doing dot product and still output a single [1× 1] entries. Sometimes, multiple number of

filters might be used to extract more features, once all filters are iterated, the collection of

all those corresponding feature map will form a cubic output volume, the depth of volume

is given by the number of filters used.

For a Convolutional Layer, several hyperparameters are used for tuning, what we have

just covered is the filter counts. Stride is another parameter used to control how many
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pixel skips a filter must take before making next dot product. The third which is the last

hyperparameter in Convolutional Layer is called padding, it is used to maintain the input

and output size consistency by adding a zero-valued border to the input volume. Further

details of hyperparameter tunning will be given in the chapter of Implementation.

2.5.3 Convolutional Layer Frameworks

One decisive factor that differentiates CNN from classical Artificial Neural Network is its

convolutional layers. Besides the aforementioned Conv Layer, classical CNN architecture

consists of two additional types of layers, namely pooling (downsampling)layer and fully-

connected layer. Purpose of using pooling layer is to reduce resolution of feature maps,

this would enables spatial invariance to distortion and translation [72, 49]. Mainstream

pooling layers have two variations: max pool and average pool.

Figure 2.7: Two types of pooling layer example. Figure from [72]

The computation of both pooling is fairly simple, Figure 2.7 demonstrates how these two

layers is operated on a [4×4] feature map. We can see the original map is downsampled to
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[2×2], entries with same color are pooled to become one entry. The difference between two

pooling method is based on how entries are pooled (i.e., averaging or extracting maximum).

Generally, pooling layers are always come right after a Conv layer. In practice, pooling

layer can be replaced by a series of convolutional layers with properly chosen stride and

filter size. This does not cause any loss to accuracy but rather, performs slightly better

when training for small sized CNN [86, 38]. Hence, for our project, we will avoid using of

pooling layer but employing convolutional layer instead.

Before output layer, there will be one or multiple fully-connected layers as described

earlier to connect the learned representation from final pooling layer or equivalent Conv

layer to the final output layer.

Modern literature in deep learning CNN may also include some regularization layers

such as dropout [87] and batch normalization [39]. Having these layers can effectively pre-

vent model overfitting, therefore, we will consider include them into our CNN architecture.

Figure 2.8: CNN architecture for hand-written digit classification data set. Figure from
[68]

CNN architecture from Figure 2.8 have demonstrated how an image of a hand-written

digit was classified. As we can see, the size of feature map decreased through propagation

but increased in terms of the amount of them. Once CNN completes feature extraction,
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all feature maps will be flattened and connects to a fully connected layer, similar to a

traditional network, outputs from fully connected layer are activated by a softmax function

for classifying input digits.

Recent CNNs are deeper and having more complex blocks in architecture for state-of-

art computer vision performance such as VGG-16 [84] and Inception network [90]. Using

network like these may grant us better detection result but the purpose of our research

does not focus on performance but some results generated by running many different CNNs.

Training multiple networks with architecture like VGG-16 or Inception may cost months

of efforts which seems rather impractical for our project given the limited amount of time.

Since one of our training set consists hand-written digit which is the same set used in

2.8, therefore, our proposed CNN structure is highly inspired by this architecture. Based

on network depicted by 2.8, our network also added dropout and batch normalization

layer and using convolutional layer for subsampling. Finally, the choice is learning rate is

determined by using Adam Optimizer[41], additionally, a annealer scheduler [43] is include

to prevent optimizer running into local minima issues. Details of network structure and

all hyperparameters can be found in Table 2.1
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Table 2.1: Proposed CNN architecure

Layer Types Kernel Size Stride Units Output Map Size Batch Norm Activation Paddings

Input None None 1 28× 28 False None False

Convolution 3× 3 1 32 26× 26 True ReLu False

Convolution 3× 3 1 32 24× 24 True Relu False

Convolution 5× 5 2 32 12× 12 True Relu True

Dropout Layer(0.4)

Convolution 3× 3 1 64 10× 10 True Relu False

Convolution 3× 3 1 64 8× 8 True Relu False

Convolution 5× 5 2 64 4× 4 True Relu True

Dropout Layer(0.4)

FlattenLayer( )

Fully Connected None None Variable 1× 1 Yes Softmax False

Hyperparameters

Epochs 20

Optimizer Adam α = 0.001 β1 = 0.9 β2 = 0.999 ϵ = 1e−08

Loss Cross-Entropy

Annealer λ(x) : 0.001× 0.95(x+epochs)
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Chapter 3

Experiments

Our experiments are based on the following hardwares: 16GB RAM, GTX1070 Max-Q

GPU and Intel Core i7-8750H CPU.

This chapter aims to present the experiment details in our project. The proposed

functions and architecture of CNNs are explained in this chapter.

3.1 Dataset

Our experiment would use two 10-class-digit data sets: Street View House Number (SVHN)

[65] and MNIST [50]. Both of them will be used for training CNN and detecting anomalies.

MNIST is a database for hand-written digits with a total of 70,000 examples including

60,000 examples for training and 10,000 examples for testing. SVHN data set consists

house number digits obtained from Google Stree View, this database has 73,257 training

data and 26,032 testing images. From training sets, 33% of data are used to form validation

sets.

Images in MNIST dataset are of size [28× 28] in grey scale, examples from SVHN are

RGB images with shape of [32 × 32]. Preprocessing techniques is applied to SVHN data,
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these images are resized to [28 × 28] and converted to grey scales. Apart from keeping

dimension in accordance with MNIST, all examples are normalized to map pixel value

from [0, 255] to the range [0, 1].

3.2 Implementation

3.2.1 Proposed CNN Architecture

Our final CNN architecture throughout the experiment are given in Figure 3.1. As dis-

cussed earlier in Section 2.5.3, downsampling layer are replaced by strided convolution

layers.

Figure 3.1: Our proposed CNN architecture. Input to this architecture is a [28×28] image
example and it outputs a [1×10] “one-hot” encoded lable. This network consists six Conv
layers colored in champagne, without padding, the input feature map will keep downsam-
pling which results in a 1024 parameters flattened layer. A fully-connected layer(in light
violet) is added to map output from the flattened layer.

Every layer in our architecture is followed by a batch normalization layers which is

highlighted in a darken color. Furthermore, layers in orange are dropout layer attached
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after some batch-norm layers. The only fully-connected layer(in light violet) in our CNN

are termed as the final pooling layer based on the naming fashion used in [31]. Our anomaly

detection research is based on the learned representation from this particular pooling layer

in various sizes.

3.3 Anomaly Detection Pipeline

Learning Representations

Our anomaly detection workflow can be summarized into two steps: feature extraction

and outlier detection. We designed a network pool with varying final pooling layer size

[2, 4, 8, 16, 32, 64, 128, 256, 512, 1024, 2048, 4096, 8192, 16384], choice of these value is based

on power-of-two heuristic[63] in order to achieve optimal performance in representational

learnings[40]. We trained our networks from the pool with both datasets, later, we will

retrieve values reside in those final pooling layers as the representation.

Anomaly Score Function

Our approach for detecting anomalies is to find so-called anomaly score for each data

representation, the higher the value, the higher in chance an example is an anomaly. For

the following experiments, we use the logarithm of squared Mahalanobis distance [60]

as a metric for our anomaly score. The distance equation of an observation x ∈ Rn :

(x1, x2, x3, . . . , xn)
T with means µ ∈ Rn : (µ1, µ2, µ3, . . . , µn)

T is given by:

DistanceM(x) =
√

(x− µ)TΣ−1(x− µ) (3.1)

where Σ ∈ Rn×n is the covariance matrix for observation x. Parameters in Equation (3.1)

are obtained through fitting aMultivariate Gaussian Distribution [93, p. 6], the distribution
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for a variable x is :

p(x;µ,Σ) =
1

(2π)n/2|Σ|1/2
exp

{
−1

2
(x− µ)TΣ−1(x− µ)

}
(3.2)

The rationale of using Gaussians for modeling anomaly-normal data distribution is be-

cause the central limit theorem and data which is not normally distributed can also be

transformed into a Gaussian [92].

Note, our equation involves inverting large matrices, to eliminate the potential of in-

verting a singlar-matrix, we added an identify matrix I scaled by ϵ to Σ. Choice of ϵ values

are based on finding ϵ through multiple runs with various values, so that having an optimal

anomaly detection result.

Dataset Manipulation

When in the stage of outlier detection, we first divide data set into two-class: anomaly and

normal. These sets are organized as follows, for each class from 0 to 9, assign examples

with current label as anomaly and the rest with normal, thus we get 10 different anomaly-

normal data sets. Among the normal sets, we further split them into two folds:sample and

test-normal. Then, we use data from sample set to fit 3.2. Examples from anomaly and

test-normal set are mixed to form a final mixed test set which are used for evaluating AD

performance.

Evaluation Method

Adjusting the threshold value for determining an anomaly will produce statistics into four

sets for each threshold: true positive, true negative, false positive and false negative. Based

on these stats, we can form an evaluation curve called Receiver Operating Characteristic

Curve (ROC) which is based on the calculated true positive rate against false negative
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rate. This curve visualized a binary classifier’s diagnostic ability by varying its discrimi-

nating threshold. This metric is highly suitable for our experiments because it properly

handles the continuous score thresholding values and it also fits class-imbalance situation

[8]. Area Under the Curve (AUC) is often computed once we obtained ROC, it computes

the integration of the curve, thus ranges between 0 and 1. Value of AUC being 0.5 stands

for machine is doing complete random guess where 1.0 indicates a perfect classification.

3.3.1 Summary

Having explained the prerequisites of our experiment, here are how our experiments are

conducted, we begin with training multiple CNNs from pool, feed CNNs with all data sets;

sample,mixed test to get representations. Representations from sample set are used to fit

Equation 3.2, this will model the distribution of normal set cluster. Detecting whether a

given example is an anomaly or not are based on how further it is towards the normal data

cluster, therefore, distances for every examples from mixed test are measured by Equation

(3.1). Finally, ROC graphs for each networks over 10 anomaly classes are presented and

the associated AUC is computed.

One of our research is to explore idea of applying transfer learning in AD, therefore,

dataset used for training CNN is different to the one used in outlier detection stage. In

practice, our first experiment namely SVHN experiment uses SVHN for training network

and uses MINST for detecting anomalous data. Conversely, we also conduct the MNIST

experiment where we use MNIST for training CNNs and SVHN for AD.

At the end of each experiments, a baseline AD algorithm based on fitting Multivariate

Gaussian directly to raw pixel data without any manipulations. This baseline is set to

signify the feasibility of our proposed transfer learning AD framework.

Figure 3.2 depicts our overall experiment pipeline for SVHN-experiment, this pipeline

is similar to what we have done in mnist experiment with only data set being swapped.
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From the figure, we only gives one anomaly-normal splits. In practical, we will repeat this

process 10 times because we have 10 anomaly-normal pairs.
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(a) We use data from SVHN set to train our CNNs with different pooling layer size.

(b) We split MNIST into anomaly and normal set, based on that, we form the test set and sample
set. And use learned CNN to extract their representations.

(c) We use data from sample set to fit distribution of normal examples. Then we use our scoring
function to measure the distance of examples in test set to centroid of normals. Larger anomaly
score indicates more likely that data is an anomaly.

Figure 3.2: Schematics of our experiment.
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Chapter 4

Results and Analysis

This chapter will demonstrate our results and analysis of our project’s experiment. This

chapter also provide the process of gathering some hyperparameters such as ϵ and layer

size.

4.1 Determing Epsilon

Before beginning anomaly detection, we need to specify our values of ϵ first, what we have

done is to varing ϵ from the set:

[0, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001, 0.00005, 0.00001, 0.000005, 0.000001]

We tested our networks from 3 network pools and find out, as given in Figure 4.1, that

networks with ϵ value of 0.001 will reach their optimal performance in anomaly detection

except few rare cases where covariance matrix Σ is invertible already. Based on this

findings, we will keep ϵ = 0.001 throughout the rest of our experiments.

We did the same things for our baseline algorithm. The finalized value of ϵbaseline is 0.1.

36



Figure 4.1: Results from one of our epsilon test.

4.2 SVHN Experiment

One of our research objective is to examine how size of final pooling layer affects AD

performance over transfer-learned representation. For this purpose, we designed a pool

of 14 CNNs with different final pooling layer sizes ranges from 21 up to 214. Practically,

training a neural network begin with a random initialization phase, which means two

networks even with same network structure may still give varied results. To get a more

consolidated conclusion, under limited amount of experiment time, we additionally trained

extra 6 network pools. Thus, our conclusion are drawn from the average of in total of 7

network pools with each have 14 CNNs.

During training, we keep track of their digits classification accuracies from validation

set. All training accuracies data curated are somewhat showing similar tendency as the

one given in Figure 4.2.
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Figure 4.2: CNN Validation accuracy from one of our trained network pool.

We can see having pooling size of 2 is impossible for classification task, accuracy grows

with size and plateaued at size 16.

All networks are tested using test set discussed in Section 3.1, we hereby provide testing

results for 4 network pools in Figure 4.3.

Figure 4.3: CNN Testing accuracy from four of our trained network pool. According to
Validation result, accuracy in size 2 is trivial, thus we further zoomed our axes into the
range [0.9, 1.0]

Results in Figure 4.3 showed similar accuracy curve to our validation curve with an
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increased accuracy in size 4. Combine two figures together, we see our training process

are giving decent results without any issue of having high variance or bias. Therefore, we

conclude our convolutional neural networks are capable to learn some resultful represen-

tations from digits. With these results, we are able to proceed our experiment to outlier

detection.

4.2.1 Detecting Anomalies

After experiments from previous section, we have trained 7 network pools using SVHN

dataset. In this section, we will use the representations from the output of final pooling

layer to fit the gaussian model and detecting anomalies.

We feed all networks with MNIST testing dataset, for each network, we extract values

from the final pooling layer. Among these representations, based on their associated labels,

we form the anomaly and normal sets in the form given by Figure 4.4:

Figure 4.4: Splits of data representations

For each data in Normal Class, we use 10,000 of them to fit distribution in (3.2) and

another 4000 data are randomly picked to form test-normal set. Data from test-normal

are combined with 4000 data from anomaly class to form the mixed-test set. Main rea-
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son of only use part of data set is because of the limited computing resources such as

memory. Apart from the issue of meagre memory, our experiment also was hinderd by in-

verting large-size covariance matrix not because the non-invertibility problem but the huge

amount of elapsed-time for CPU to complete those inversions. We therefore uses CUDA

programming(Python’s CuPy library[66]) to speedup heavy numerical computations.

We use our proposed anomaly score function to compute scores for all examples in

mixed-test. ROCs for each network are obtained based on the threshold between the

extrema of anomaly scores. Figure 4.5 is the averaged AUC over 7 network pools for each

anomalous digits over 14 different pooling layer sized CNNs.

Figure 4.5: Averaged AD AUC for 10 anomaly classes for 14 networks

We can see the performance of anomaly detection for most digits are increased as size

of pooing layer grows except digit class 1 and 9. The reason why detecting anomaly digit 1

is unpredictable might be because the shape of one is overly simple(shape of an edge) and

having big pooling size might force the network shatterring such simple feature structure

into multiple pieces and these networks cannot simply reconstruct those pieces back to

edge-like feature. Class 9 shows a steady AD result with the chance close to random guess,

reason behind this finding, possibly, due the learned representation of 9 does not have

distinct characteristics to other classes so that the anomaly score for class 9 and normal
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classes are entangled together.

Results from Figure 4.5 can be further averaged, as shown in Figure 4.6, to form an

overall AD AUC for 14 different pooling size networks.

Figure 4.6: Overall AD AUC for each network

We can see the plot from Figure 4.6 showing a upward tendency in terms of anomaly

detection performance. Just for the reference, our baseline method has AD performance,

on average, 0.673, which means the baseline algorithm is compatible to layer size less than

128. This graph is not in the shape of what we initially expected: having overly large

pooling layer size will result in a decrement in anomaly detection performance.

4.3 MNIST Experiment

This experiment are conducted in the same way as in SVHN experiment with same network

architecture setup except we swap the dataset used for training CNN and for anomaly

detection. Figure 4.7 showed our testing accuracy, comparing to SVHN, images in MNIST

have less variational form in terms of appearance so changing pooling size would not have

too much impacting on testing.
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Figure 4.7: CNN testing accuracy on MNIST dataset for three runs.

The anomaly digits’ class-wise detection AUC are given in Figure 4.8

Figure 4.8: Averaged AD AUC for 10 anomaly classes for 14 networks detecting anomaly
digits from SVHN dataset.

According to this result, we also observed the growing performance when we use larger

pooling size network. However, class 0 and 1 are having AUC that is below 0.5, our scoring

function for the given representation is unable to produce large score for these two classes.

Similar to SVHN experiment, averaging values from Figure 4.8 will produce plots for overall

AD performance.
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Figure 4.9: Overall AD AUC for each network when detecting anomalies from SVHN
dataset.

Figure 4.9 depicts the overall AD performance of 14 different network trained on

MNIST. For the reference, our baseline method’s performance achieved 0.508(result can be

found in AppendixA) which is really means baseline for separating anomalies from SVHN

is inappropriate. Although these network presented very limited anomaly detection ability,

we can conclude that in the domain of anomaly detection, if one needs transfer learning,

we suggest transfer from a data whose distribution comes from a larger and more varied

domain.

4.4 Qualitative Inspection of Data Distributions

Our findings yielded by anomaly detection experiment still remain elusive, especially, the

unpredictable detection rate from anomaly classes of [1, 9] in SVHN experiment. Although

we have provided our initial speculations for these unexpected observations, to further

understand what factors contribute to such counter-intuitive result, we inspect digits’ raw

pixel distributions as well as the distributions of their representations. Additionally, we

also inspect the anomaly scores’ distribution for examples in mixed-test.

Firstly, we plot pixel value distributions for images from both SVHN and MNIST
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dataset based on PCA dimensionality reduction [100] and t-SNE [56].

(a) Visualization of pixel values from SVHN

(b) Visualization of pixel values from MNIST

Figure 4.10: Raw pixel data visualization for our datasets.

Figure 4.10 visualized how image pixels are distributed over the space, these graphs may

help to clarify why our baseline algorithm is not applicable to SVHN data(non-gaussian)

while giving much decent result from MNIST. These scatter plots also evidenced our inter-

pretation that SVHN is a more challengeable set thus, more varied domain than MNIST.

In order to visualize learned representation, we extract features from a CNN with

2048 pooling layer size because ,according to Figure 4.6, this network have shown a good

representational learning ability supported by its nice AD results and layers with size
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greater than 2048 do not show any significant improvements in anomaly detection. We

also provide visualizations of representation’s distribution from different scaled CNNs in

the Appendix A, these might give reader and us good intuition of how CNNs learned

representation progressively.

Figure 4.11 have justified our statement about strong feature extraction ability for our

2048-sized pooling layer CNN. Comparing to result from Figure 4.10a, this time, we can

observe clear boundaries from class to class.

(a) Data plotted by PCA

(b) t-SNE visualization

Figure 4.11: 3-D data visualization for SVHN representations learned by CNNs trained on
SVHN

For SVHN experiment, what we really interested at is how our networks extract fea-
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(a) Data plotted by PCA

(b) t-SNE visualization

Figure 4.12: 3-D data visualization for MNIST representations learned by CNNs trained
on SVHN

tures from transferred domain: from SVHN to MNIST. Figure 4.12 illustrated the learned

representation from our CNNs for transfer learning. Results from this figure shows clusters

for classes from MNIST feature in normal distribution. This might give us a good intuition

of why our proposed anomaly score Function (3.1) works.

Finally, we convert those plots based on Figure 4.12 to a two-class classification:

anomaly and normal. Hopefully, with these new plots in Figure 4.14, the confounded

detection result of class 1 and 9 can be elucidated.

In addition two class 1 and 9, we also plot class 2(anomaly class with the highest AUC)
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as a contrast. From the Figures A.4a and A.4b, their distributions from t-SNE have one

common characteristic, that is, they spread more widely than the distribution from class

2. This distributional presentation might partly due to high-level feature from most digits

integrates simple shape like edge, digit 1 coincides to resemble in appearance of an edge

and such feature are also shared by most of other digits.

Since our scoring function is measuring distance to the centroid of normal-class, ide-

ally, examples from an anomaly class ought to be further away to the cluster formed by

normal-class data with a small standard deviation from their mean. Class with an overly

diffused distribution would consequently raise many false alarms due to part of its data

distributed being so close to the centroid of normal’s. When in juxtaposed with class 2,

the manifestations of class layout from digit 1 and 9 give some corroborative data to this

explanation.

Figure 4.13: Two-class t-SNE visualization for anomaly classes 1, representation learned
by a CNN with size of 8 pooling layer.

We previously hypothesised that simple shape like edge cannot be properly expressed
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by large pooling layers. To justify this thought, we look into the data representation

distribution extracted from network with small pooling layer. As shown in Figure 4.13,

we discovered that class 1, the digit with the simplest shape, is presenting a good outlier’s

characteristic: most data are relatively distant to cluster’s centre. This increase the chance

of being identified as an anomaly. More distributions from PCA are located in Appendix

A.
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(a) Anomaly class: 1

(b) Anomaly class: 9

(c) Anomaly class: 2

Figure 4.14: Two-class t-SNE visualization for anomaly classes: 1 2 9
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Chapter 5

Conclusions and Suggestions for

Future Work

5.1 Report Summary

The objective of our project was to explore the relationship between size of final pooling

layer for Convolutional Neural Networks and anomaly detection performance. Particularly,

we examined networks’ transfer learning performance on two digit dataset namely: SVHN

and MNIST. Additionally, we tried to seek into the basic condition that a transfer learning

task needs to meet.

In detail, we first created a pool with a total of 14 different pooling layer size CNNs.

We trained them with SVHN digits then investigate these networks ability on detecting

anomalous examples from MNIST dataset. Meanwhile, we also conducted a similar ex-

periment but with dataset swapped. We repeated experiments several times until we were

convinced that our results are generalized without empirical bias. The former experiment

were set to explore whether or not anomaly detection performance would scale with the

size of pooling layer. Based on our prior knowledge in deep learning, without any exper-
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imental progress on AD, we speculated that having overly large pooling layer will cast

negative impact on detecting anomalies. However, to the best extend of our experiments,

our results cannot attest to our initial hypothesis, instead, performance is scalable to the

size of pooling layer and is 20% better than our baseline’s performance. In addition to

these findings, we also noticed some anomaly digit class, e.g. 1 is inversely proportional

to layer size. But such observation is statistically explicable, because digit 1 itself can be

recognized as an edge which is a common feature that is shared by other classes’ in their

high-level representations.

Our next experiment explored the feasibility of applying transfer learning from a less

varied domain to a more versatile domain. We hypothesize that this cannot work and

our claim is empirically validated. Although having larger pooling layer contributes better

detection result and those results are slightly better than guessing by chance or baseline

algorithm, with close to 56% accuracy, we are not convinced that networks having such

results is suitable for anomaly detection.

Finally, our research on visualizing data distribution really helps with unriddling puz-

zling finding during experiments. With most data being visualized, we are able to explain

why both baseline method and CNNs act as random guess classifiers. Our analysis from

Figure 4.10a and A.3 shows that our CNNs trained on MNIST cannot successfully extract

peculiar features from SVHN, this is the by-product from an illy choice of dataset for trans-

fer learning. Despite the SVHN representation learned from CNNs by MNIST indeed gives

some separation boundary between classes, our anomaly score function cannot utilize such

representation in practice. We therefore hypothesized that with a more advanced scoring

function or through data augmentations, transfer from less varied domain might still out-

put desirable detection results. We also remain doubted that detection performance would

continue to grow without dropping, provided with more larger pooling layer size network.

In sum, our research on optimizing recognition representation on detecting anomaly data
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can at least show that, raising neural networks’ layer size to an impractically large value

would in fact, offer researchers in anomaly detection with a better performed classifier.

5.2 Suggestions for Further Work

Future work should first consider justifying our conclusions by extending to datasets of

other domains such as the x-ray imagery or medical imaging dataset. Due to limited

computing resources, we are unable to pursue our study with larger pooling layer, we

hereby suggest prospected researchers can push the size of pooling layer into its limit to

further explore whether our findings holds. For researchers with strong computational

resources, it might be worth the efforts in conducting relevant experiment on CNNs and

dataset from [31] which is what we originally planned to do.

Hitherto, state-of-art advancements in deep learning, it would be interesting to im-

plement our research objective to more advanced neural-network’s framework such as the

Residual Neural Network [33] and Generative Adversarial Network [70].
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Appendix A

Supplementing Results

Figure A.1 gives the intermediate result when using the right value of ϵ for our baseline

methods.

Figure A.1: Impact of tunning epsilons for baseline

Figure A.2 showed our baseline result in 10 runs. We can see our baseline AD perfor-

mance is closed to 50chance.
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Figure A.2: Results of baseline for SVHN AD over 10 runs

Figure A.3: Representation distribution for SVHN from CNNs trained on MNIST.

Throughout our training process, we plot how learned representation from MNIST are

distributed with varied pooling layers. In Figure A.4

It is clear that cluster of each digits are becoming further away as we increase the

pooling layer size this means, final pooling layer size for CNNs, in general, are positively
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correlations to anomaly detection performance when transfer learning is applicable.

When trying to visualize digit representation’s distribution with PCA given in Figure

A.5, we notice the data for class 1 and 9 in space spanned by principal components are

embedded into the cluster, but graph from t-SNE is possible to disentangle these data,

therefore we decide to include graph only from t-SNE to main body.
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(a) Final pooling layer size: 8

(b) Final pooling layer size: 128

(c) Final pooling layer size: 256

(d) Final pooling layer size: 512

Figure A.4: Visualization of how CNNs learn representations. Dataset: MNIST
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(a) Anomaly digit: 1

(b) anomaly digit: 9

(c) anomaly digit: 2

Figure A.5: PCA plots for anomaly digit: 1 9 and 2.
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